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Abstract

The application of neural networks in solving quantum many-body systems has been a hot point
in the research of theoretical quantum physics recently. Despite its success in dealing with some
simple quantum systems, the neural network methods encounter difficulties in finding correct
sign structures in frustrated systems. In this thesis, we use a numerical optimisation method
named evolution strategy (ES) to train the network, which is a practice not attempted in
previous studies. We show that ES can optimise a sign network as an independent or auxiliary
sign structure of the whole wave function. The performance of ES is tested on the J;-J model
on square and pyrochlore lattices. Our method based on ES gives the best neural network
result in these frustrated systems compared with previous studies.
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Chapter 1

Introduction

With its great importance and exponential complexity, the quantum many-body problem has
been a central issue in the theoretical studies of quantum physics. The difficulty caused by
the complicated sign structures of frustrated quantum systems makes it a big challenge for
all existing algorithms to obtain reliable results. The quantum Monte Carlo (QMC)[1] will
fail in these systems due to the notorious sign problem [2]. The matrix product state (MPS)
[3], very successful in low-dimensional systems, is obstructed by the cut dimensionality in 3D.
The traditional variational Monte Carlo (VMC) [4] methods like Gutzwiller-projected fermionic
wave function (GWF) [5] also suffer from the frustrated sign structures.

Thanks to the rapid development of modern artificial intelligence techniques, artificial neu-
ral networks (ANN) [6] have become a competitive numerical approach in various physical
problems. As a tool for approximating arbitrary distributions 7], ANN perfectly matches the
numerical requirements of modern physicists in many aspects. The applications of ANN in
physics includes solving statistical mechanics [8], classifying phases of matter [9, [10], quantum
state tomography [11] as well as solving quantum many-body problems [12]. The extraordinary
performance of ANN in quantum physics, especially in quantum many-body systems as neural
quantum states (NQS), reveals a new possible perspective on the sign problem.

Unfortunately, although ANN gives similar or better results in some simple quantum systems
compared with other methods like MPS [12], it does not work well in frustrated systems. For
instance, the ANN does not outperform MPS in the 2D J;-J; model which has strong frustration
and complicated sign structures [13].

The difficulty ANN encounters possibly comes from the network architecture. The archi-
tectures proposed for the non-frustrated systems in previous studies cannot adapt to the new
situations in the frustrated systems. In this thesis, we will propose a new architecture for
learning the sign structures of quantum systems. It has great ability in approximating some
primary sign structures in various models. Different from other architectures proposed in previ-
ous NQS papers, the new sign network is non-differentiable and cannot be optimised by previous
gradient-based methods like stochastic gradient descent (SGD).

In addition to SGD, there exists lots of other optimisation methods in the community of
machine learning, many of them not relying on the gradient information. In this thesis, we
adopt one of these methods named evolution strategy (ES) |14] to optimise the variational
wave function without the use of gradients. It provides a possible approach to train the sign
network we mentioned above.

To demonstrate the application of the sign network trained by ES in solving quantum sign



structures, we test the performance of ES in .J;-J5 models on both 2D square lattice and 3D
pyrochlore lattice. We will use ES to serve as an independent sign structure or an auxiliary
sign structure, with the former for simple sign structures and the latter for complicated sign
structures. To solve problems in frustrated systems, a configuration product network (CPN)
will be proposed to give accurate results in these systems.

The organisation of the thesis is as follows. In Chapter 2, we will start with the explana-
tion of the frustrated models that we will take as examples to show the performance of our
methods. Then we will introduce variational Monte Carlo (VMC) in Chapter 3 as the base of
many numerical algorithms including the neural network method we are going to use. Some
useful methods in VMC will also be discussed in this chapter. After the introduction of these
preparation parts, we are ready to enter the development history of NQS in Chapter 4 where we
will talk about the progress of NQS and the advantages and disadvantages of different neural
network architectures. At the end of Chapter, the new network architecture for learning sign
structures will be proposed, which naturally requires the introduction of ES as an optimisation
method not relying on gradients in Chapter 5. These are the introductory chapters of the the-
sis. Beginning from Chapter 6, we will present our numerical results on the models discussed
in Chapter 2. The ES method will be used to train independent and auxiliary sign structures
in Chapter 6 and Chapter 7, respectively. Finally, we will give the conclusions and outlooks in
Chapter 8.



Chapter 2

Model

2.1 Sign Problem

The sign problem is a distinct problem in quantum physics. Starting with a given Hamiltonian
H, the energy of a variational quantum state |¥) is

E=(VIH|V) =) (V]o){o|H|o") (o'|¥) =) ¢t Heer, (2.1)

where |o) is a basis, ¥, = (o|V) and H,, = (c|H|0o").

If H,,» <0 for all ¢ # ¢’ in a specific basis {|o)}, we must be able to write the ground
state with all components 1), real and positive. To show this, consider ¥}, H, . terms in the
expression of energy. If o = ¢/, the sign (or phase) of 1, has no effect. If ¢ # o', on the other
hand, the sign (or phase) of all components should be the same to make sure that all these
terms are negative to obtain the lowest possible energy. Up to a global phase, the components
are real and non-negative, i.e. ¥, > 0.

On the contrary, if there exists H,, > 0 for some o # ¢, it will be generally impossible to
make all ¥}, H, , terms negative, and 1), > 0 is no longer true. Usually, the ground state
components can still be real, but we need to find correct signs for different components. It seems
that the task of determining the correct signs is just some additional computation cost, but it
is actually the most difficult part in the study of quantum many-body physics. This difficulty
is what people encounter in various numerical methods. One of the goals of this thesis is to
find a systematic way to approach the correct ground state sign structure in quantum systems.

The strict description of the sign problem is given in the language of quantum Monte Carlo
(QMOQ) [1]. For a quantum partition function Z = tr(e ##) where 3 is the inverse temperature,
a specific QMC method named world line algorithm [15] rewrites it as

Z=> {oile"H|oy)

o1

= > (@l M) (oale M oy) . (oarale M o) (ouale M o) (g 9)
O1,.--sOM

~ Z (o1|(1 = 7H)|og) ... (opm|(1 — 7H)|o1),
014y OM

where M is the number of slices, 7 = /M — 0. We can take the combination of a se-
ries of basis |01),...,|on) as a classical configuration C' associated with a weight W (C') =

bt



(o1|(1 = 7H)|o9) ... {op|(1 — TH)|o1), then the expectation value of a quantity A can be writ-
ten as

A 3o ACW(C)
Z S Wi0)

In this formula the quantum problem is transformed to a classical statistical problem.

4y = (23)

However, in classical statistical problems the weights W (C') should be non-negative. If sign
problem exists, for some basis ¢ and ¢’ there will be

(o|(1 =7H)|0") = —THy 0 <0 (2.4)

because H,, > 0. Some configurations may have negative weights and the classical methods
will be infeasible for evaluating the expectation value in Eq.(_2.3]).

To evaluate the expectation value with negative weights, it is possible to rewrite Eq.(2.3))
as

() — ZAQSOW O SO _ (ASY
> S(@OW(C)) 2 IW(O) sy

where S(C) is the sign of W(C) and (...) means the expectation value with positive weights
W (C)|. In a typical system with sign problems, (S) is close to 0. The vanishing denominator
means the measurement of (A) is very sensitive to the error of (S)’, such that we require an
exponential amount of time to evaluate an accurate result. This complexity is not acceptable
in most numerical practices.

(2.5)

In the discussion above, the sign problem appears to be only a numerical difficulty due to a
specific expansion method in QMC. However, in other expansion methods like stochastic series
expansion (SSE) [16], the problematic negative contributions (o|(—H)|o’) still occur and lead
to negative weights.

The sign problem is actually an intrinsic difficulty of quantum mechanics that does not
depend on specific numerical methods. In Ref.[2], it is proven that the sign problem is NP-
hard, which possibly can never be solved in polynomial time.

2.2 Quantum Spin Liquid

The quantum spin liquid (QSL) is a distinct phase of matter exhibiting strong entanglement in
quantum many-body systems, especially those systems with sign problems. The J;-.J5 models
to be introduced in this chapter have typical QSL phases, so we will discuss the basic properties
of QSL in this section.

Generally, the interactions in the QSL will suppress ordinary magnetic orders and sup-
port non-local excitations [17]. Unlike usual disorders in classical systems caused by thermal
fluctuations, the disorder in the QSL caused by quantum fluctuations exists even at very low
temperatures. This interesting property makes the QSL a central problem in the studies of
modern condensed matter physics.

There are many different kinds of QSL. Here we introduce the resonating valence bond
(RVB) state proposed by P. W. Anderson in 1987 [18] as an example. To begin with, consider
a state as a product of many dimers shown in Fig[2.1] where each dimer is given by the singlet
pairing .

) = —=(IT) = [I1). (2.6)

Sl
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Figure 2.1: Dimer covering of lattice. The connections represent the singlet pairs.

The resonating valence bond state, written as
) =>"1C), (2.7)
c

is a superposition of states |C') given by dimer products in Fig This is a typical QSL that
does not show magnetic orders. If all pairs are localised and arranged in a regular manner, it
is called a valence bond solid (VBS). In general, however, the dimers in the RVB states does
not show regular structures.

The RVB state provides a specific instance for understanding the behaviours of QSL. The
suppression of periodic magnetic orders in QSL presents a picture similar to a liquid of disorder
spins in comparison to the spin ice with well-organized structures. The state contains many
long-range pairs and exhibits non-local entanglement. The non-local excitation as a typical
property of QSL can also be achieved by creating unpaired spinons as shown in Fig[2.2]

| |
| |
|

|
|

| 1]
|

|
|

Figure 2.2: Excitation of resonating valence bond state (taken from Ref.[19]). The crosses
represent the unpaired spinons.

The concept of QSL will be very helpful for us to comprehend many quantum systems. In
the following sections, the QSL phase will play an important role in J;-Jo models.



2.3 Square .J;-J; model

I

Figure 2.3: Square Ji-Jo lattice

The spin-3 J;-J, Hamiltonian is defined as

H=J) Si-S;j+.» S-S, (2.8)
(i.3) (i)

where (...) and ((...)) indicates nearest and next nearest neighbours as shown in Fig2.3}
S; = (S7,57,57) is the quantum spin operator at site i. We only consider antiferromag-
netic interactions in square lattice, so J;, Jo > 0. The spin coupling in the Hamiltonian can be
rewritten as

1
S;-S; = S;Sj + 875y + 57 S; =SS + 5(5;“55 + 5755, (2.9)

where S = S¥ 4+ 4S?. It indicates that the Heisenberg interaction can be interpreted as z-axis
coupling and exchange terms. The total number of up spins or down spins is conserved, so this
thesis we only consider the sector with equal up and down spins since it is the sector of the
ground state.

We start the discussion of square J;-Jo model with the simplest situation - the classical
systems in two limits Jo = 0 and J; = 0. The spins in these two systems have a unique choice
of direction to achieve the lowest energy, as shown in Fig[2.4]

(a) Checkerboard structure at Jo =0 (b) Stripe structure at J; =0

Figure 2.4: Classical spin configurations at two limit cases



sign of |o) + — +

Figure 2.5: The construction of the sign structure in the Heisenberg model

The simple spin structures in the classical systems can be connected with the sign structure
of the corresponding quantum problem. It seems that terms like S;.S  are positive off-diagonal
elements of the Hamiltonian which will cause a sign problem, but one can solve this difficulty
according to the spin structure given by the classical situation as follows.

In the J, = 0 limit, only nearest neighbour interactions exists and it is usually called the
(antiferromagnetic) Heisenberg model. In the Heisenberg model, we can start with the basis
|o) corresponding to the classical spin structure in Figl2.4(a)] Every new configuration |o”)
generated by the spin exchange terms in the Hamiltonian is rotated to — |0’) so that the off-
diagonal terms in Hamiltonian become (¢|H (—|0’)) = —H,, < 0. The sign problem is
eliminated in this way. The construction of the sign structure is illustrated in Fig[2.5]

Equivalently, we can use the number of up spins in one of the two checkerboard subsets,
e.g. the red sites in Fig, to determine the sign of the configuration. The even number
means positive and the odd number means negative. If we assume 1, = | (¢| V) | represents the
positive amplitude, the ground state ¥ can be written as

0) =Y (=)o |o) (2.10)

o

where NV is the number of spin up sites in one subset. This is the well known Marshall-Peierls
sign rule (MSR) [20]. Similarly, the sign structure of the J; = 0 limit can also be determined
this way. We only need to change the subset according to the stripe configuration (the red sites

in Fig{2.4(b))).

The success of eliminating the sign problem in these limiting cases is special. Due to the
good structure in these special cases, we can easily construct a basis without sign problem.
Generally, however, finding such a construction will take an exponential amount of time since
the sign problem is NP-hard.

From now on we turn to the situation with finite J; and J5. In this case the sign problem is
non-trivial. In the classical view, the system is frustrated, which means its spins cannot satisfy
all antiferromagnetic requirements imposed by the Hamiltonian. As shown in Fig[2.6] the two
spins connected by a next neighbour antiferromagnetic interaction should point to opposite
directions. Then the third spin as the nearest neighbour of the two previous spins has no
possible choice to satisfy the antiferromagnetic condition.



Figure 2.6: Frustration in square Ji-Jo lattice

The frustration in the classical system has a direct connection with the non-trivial sign
problem in the quantum system. Here we only consider 3 spins in J;-J, model with other spins
unchanged. Similar to the strategy before, we begin with a configuration and try to determine
the sign structure through the exchange of spins in Figf2.7 However, the existence of both
nearest neighbour and next neighbour antiferromagnetic interactions will result in a conflict.
After 3 steps of exchanges, the spins come back to the original configuration with an opposite
sign. This conflict indicates that it is impossible to find a local basis to eliminate the sign
problem in this frustrated system.

sign of |o) + — + _

Figure 2.7: Sign problem in J;-J5 square lattice

In fact, the square J;-J5 model is a typical frustrated system with non-trivial sign problems.
There have been numerous studies trying to reveal its properties [21-24]. These papers indicate
that the sign structure of Ji-J; model can be well approximated by the limiting cases when
J1 or Jp is weak enough. In a region around J, = 0.5J;, the frustration and the severe sign
problem may cause a possible QSL phase with very strong entanglement between different sites,
but there is still controversy about the existence of the QSL phase. The phase diagram from
the newest result in Ref.[24] is shown in Fig[2.8|

In this thesis, we do not attempt to investigate the phase diagram of this model. The aim
of introducing this typical system is to compare our new method with some previous numerical
results to show its possible advantages and disadvantages.

10
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Figure 2.8: Phase diagram of square J;-Jo model (taken from Ref.)

2.4 Pyrochlore J;-J; model

The pyrochlore lattice is a 3D geometrically frustrated lattice consisting of many tetrahedrons
with shared vertices. The J;-Jo Hamiltonian in pyrochlore lattice is the same as Eq.(2.8). The
nearest and next nearest neighbours in the lattice are shown in Fig[2.9]

Figure 2.9: Pyrochlore Ji-Js lattice (taken from Ref.). The blue and orange lines repre-
sent the nearest and next nearest neighbours, respectively.

The most frustrated point of the pyrochlore lattice is the Heisenberg limit at Jo = 0 and
J1 positive. Similar to the square lattice, the frustration of the pyrochlore lattice comes from
the triangle structure. As shown in Fig[2.9] the 3D lattice consists of many triangles if we only
consider the nearest connections. The frustration is illustrated in Fig[2.10l When two spins
in the triangle structure are determined, it will be impossible to find a suitable direction for
the third spin under antiferromagnetic interactions. The frustration in the pyrochlore lattice is
also associated with a severe sign problem, as illustrated in the square lattice case.

11



Figure 2.10: Frustration in pyrochlore lattice

In the classical limit without exchange terms, the pyrochlore quantum Heisenberg model
becomes
H=JY 5;S; (2.11)
(i.3)
with highly degenerate spin ice ground states given by the famous “two-in, two-out” rule, which
means two spins point inwards and two spins point outwards in every sublattice with four spins
[26, 27]. Adding a small exchange term, the Hamiltonian becomes

A ko o
H=JY" [S;Sj + 5 (578} +5; sj)} , (2.12)
(4.7)

where A represents the strength of the exchange interaction. For small A, the perturbation
theory indicates the non-local excitations above the spin ice states and reveals the U(1) QSL
phase [28].

Many numerical methods have been employed to study the pyrochlore Heisenberg model at
A = 1. The exact diagonalisation (ED) [29] on very small clusters indicated the QSL phase
in the pyrochlore Heisenberg model, but the 3D structure with N oc L? spins becomes a big
problem for ED on larger clusters. The Gutzwiller-projected fermionic wave function (to be
introduced in [30, 31], pseudofermion functional renormalisation group method [25] and
diagrammatic Monte Carlo simulations [32] were also applied to this model and showed the
emergence of the QSL phase, but they suffer from unavoidable bias in the zero temperature
and S = % regime. The MPS powerful in low-dimensional systems is also obstructed by the 3D
structure of the pyrochlore lattice.

In FigP2.11] we show the phase diagram of the pyrochlore Ji-J5 model from Ref.[25]. The
value of J; and J, are changed continuously while keeping J? + J2 = 1. The inner ring
is the classical phase diagram and the outer ring is the quantum one. The occurrence of a
paramagnetic phase in the maximally frustrated region (J; = 0) of the quantum model reveals
the possible existence of QSL in this model. In our numerical experiments we will focus on this
difficult but interesting region.

As a 3D model with a non-trivial sign problem, the pyrochlore lattice becomes a huge
challenge for current numerical methods. The neural network method based on variational
Monte Carlo in this thesis, however, can be successfully applied in the zero temperature and
S = % regime. We will evaluate the performance of our method on the pyrochlore .J;-.J; model
to illustrate its capability in solving cutting-edge problems.

12



State Wave vector Ordering Classical domain Quantum § = 1/2 domain

Paramagnet [345.6° 4+ 1.8°,12.6° & 1.8°]
k=0 22(2.0.0) Coplanar (0°, 26.56%] [12.6° £ 1.8°.26.56]
Planar spiral 27(k,0.,0) Coplanar [26.56°, 145.78°] [26.56°,151.74° £ 0.36°|
Double-twist 271'(% ,%,O) Noncoplanar [145.78°, 154.59°] [151.74° + 0.36°, 160.83° + 0.09°]
Multiply modulated spiral 27(3.4.4) Noncoplanar [154.59° 158.37°] [160.83° 4+ 0.09°,161.91° £ 0.09°]
Cuboctahedral stack 27349 Noncoplanar [158.37°, 170.30°] [161.91°+0.09° 171.27° £ 0.27°
Ferromagnet 27(0,0,0) Coplanar [170.30° 312.53°] [171.27° 4+ 0.27°,308.61° £ 0.27°
Kawamura 2;;(%*,%*. 0) Noncoplanar [312.53°, 0°) [308.61° £+ 0.27°,345.6° + 1.87
J

A

Figure 2.11: Phase diagram of pyrochlore J;-J3 model (taken from Ref.). The ordering
is labeled as coplanar if there exists a subset of states which are coplanar.
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Chapter 3

Variational Monte Carlo

3.1 Classical Monte Carlo Method

The Monte Carlo method in classical systems is the basis of variational Monte Carlo technique
we will use in this thesis. In this section, we shall introduce classical Monte Carlo and its
application in classical statistical systems.

From now on, we denote o as configurations of the spin system. For example, in a system
consists of 2 spin—% sites, o can take 4 possible values

o=11M,{Torll. (3.1)

Given the Hamiltonian H (o) of a classical spin system, the weight of a specific configuration
o is
W (o) = e PH©@) (3.2)
and the partition function is

Z=Y W(o) (3.3)
such that the expectation value of observable O can be expressed as

(0) = % S 0(0)W (o). (3.4)

In principle, one can sum over all configurations ¢ to obtain the partition function and
the observables, but this is not practical because the total number of configurations grows
exponentially with the number of spins. The spin—% system with NN sites, for instance, has 2%V
possible configurations. Consequently, one has to invoke the Monte Carlo method to obtain
relatively accurate estimates of observables with an acceptable computational cost.

The spirit of Monte Carlo method is that for a system with very large or even infinite
degrees of freedom, one can use suitable samples to estimate its property instead of calculating
the exact value through brute-force methods. We will introduce the details of how this powerful
idea works below.

Usually, the aim of Monte Carlo method in classical statistical system is to generate samples
o with normalised probability proportional to W (o) such that the observables can be written
as

(0) =+ S0 (35

14



where N is the total number of samples and the @ factor in Eq. 1’ is already included
through the sampling process. The configurations with more importance (larger W (o)) has a
higher probability to be sampled and consequently a few samples can represent the important

part of all possible configurations very well.

The remaining problem is how to generate samples with the target probability. To achieve
this, we begin with a random configuration oy and generate a new configuration from a previous
one, i.e. 0; — 0;41. For every transition from o; to 0,1, there is a transition probability
T(0i41|0;). That is,

0o T(Ui)m) o1 = ... = 0 T(Gii;gi) Oig1 = o (3.6)
We hope that the occurrence probability of every configuration ¢ at site ¢ can be proportional
to W (o) when i is large enough to make the probability stable. Then we can take configura-
tions from o; to ;. as the required configurations generated by the suitable probability we
want. This process is also called Markov chain Monte Carlo (MCMC) as the combination of
configurations oy — 07 — 03 — ... forms a Markov chain [33].

In practice, we take samples with very large distances on the Markov chain. It is because
the neighbour configurations in Markov chain are strongly correlated but we prefer uncorrelated
samples.

To calculate a suitable transition probability T'(¢;41|0;), the principle of detailed balance is
needed. This principle says that if the transition rate satisfies

W(o)T(c'|o) = W(c")T(clo’), (3.7)

then the configurations o will be distributed according to weights W (o) after the markov chain
is equilibrated. To understand this equation, we can imagine an ensemble with many spin
systems which are already stable and show weights W (o). In every Markov step, the number of
systems flowing from configuration o to ¢’ will equal to the number of inverse flows if Eq.
is satisfied, and the weights in this ensemble are unchanged. If the ensemble has not reached
the stable state, the weights will change and finally converge to the stable value. The transition
process should also be ergodic to ensure that all configurations are sampled.

This problem is still not finished because the total number of new possible configurations ¢’ is
exponentially large and we cannot consider all possible transitions. To solve it, we separate the
transition probability into two parts - proposal probability P(o’|o) and acceptance probability
A(d'|o), i.e.

T(d'|o) = P(d'|o)A(d|o). (3.8)

The number of new configurations ¢’ possible to be proposed is limited to be very small. Usually
we propose new samples by flipping one spin or switching neighbour spins in the previous
configuration. Consequently, the number of possible ¢’ is in line with the system size, which is
acceptable. Another advantage of this choice is that P(c|o’) = P(0’|0), so the detailed balance

equation Eq.(3.7) becomes
W(o)A(o'|o) = W(d")A(a|d"). (3.9)

Usually we hope the acceptance probability can be as large as possible so that more transitions
can happen and the algorithm will be more efficient, so we choose

A(c'|e) = min (1, Z/ij;) = min (1, e_ﬁ(H("/)_H("))> . (3.10)

With this choice Eq.(3.9) is automatically satisfied. The problem of generating suitable samples
to evaluate observables is complete.

15



Algorithm 1 Metropolis algorithm

Choose a system size N
Choose an initial configuration o
fori=20,1,2,... do
Propose a new configuration ¢’ by flipping a spin in ¢ randomly
A « e~ B(H(0")—H(0))
Generate a random number R € (0,1) with uniform distribution
if R < A then
oo
end if
if imod N == 0 and ¢ >= 100N then
O;i/N-100 O(o)
end if
end for

(0) < (On)

The algorithm we introduced above is called the Metropolis algorithm, named after Nicholas
Metropolis who proposed it in 1953 [34]. Here we summarise the whole process.

3.2 Variational Monte Carlo

Variational Monte Carlo (VMC) [4] is a common way to solve quantum many-body systems,
especially those complicated systems with sign problems. VMC can help to measure the ob-
servables in a variational wave function and optimise variational wave function by reducing its
variational energy. Although VMC does not tell us the property of the target ground state
directly due to the limit of the sign problem, it will obtain a variational state close to the
ground state with properties accurate enough for estimating the behaviour of the target state.
In this section we will introduce how VMC works.

We begin with the measurement of variational energy in spin lattice systems given the
variational wave function. In most cases, the variational wave function can be mathematically
formulated as a map o — 1, which takes a spin configuration ¢ as the input and returns the
corresponding component 1, = (o|V), where |V) is the variational quantum state the map
represents.

For example, the quantum ground state with even parity (¢, = ¥ _,) can be written as

() = (IT1) + 1)) + a(th) + [{11) (3.11)

in a system with two spins, where « is the variational parameter controlling the variational
wave function. In this case, the components for different configurations are

Y=Y =a
Similarly, the Hamiltonian H can also be given by its components
H,, = {(o|H|o"). (3.13)

16



In the transverse field Ising model in a 2-spin system, for instance, the Hamiltonian is
H = —0oj05 — h(o] + 03), (3.14)

where 0" are Pauli matrices at site ¢ and h is the transverse field. Then the components
H, . with different o and ¢’ form a matrix

-1 —-h —=h O
—-h 1 0 —h
“h 0 1 —h|’ (8.15)
0 —h —h -1
where the first to forth rows (columns) represent 11, 11, |1 and ||, respectively.
We can estimate the variational energy of the quantum system as
| H W AW o) (o|H|o") (o' | W y e Hy o
g V) T (010) G0 (010) _ S Vil

(vlw) 2o (Yo) (o] V) 2 P

Similar to the statistical system we introduced in the last section, it is usually impossible to
sum over all configurations and calculate the exact value, so the Monte Carlo method should
be used here. To do so, we rewrite the formula of variational energy as

¢; 1/}0’ WJU ¢cr 1/}0’
E— H,, — _ Yol Y .
2 ol e = 2l 2=, <Z : > (347

where (...) means sampling o with a weight |1,|? like what we did in the last section, and

W[ = V(¥ W) = Z!%P (3.18)

We can define the local energy
Eloc,o = _Ha,o’ (3].9)

so that the variational energy can be simply written as
E = (Eicp) - (3.20)

There seems to be a sum over all configurations ZU, in the formula of Fj,., which will make the
computation very heavy. However, the Hamiltonian is usually very sparse and most components
H, , are 0 for a given 0. The number of nonzero terms is in line with the system size, so the
complexity is acceptable. A general observable O can be evaluated by

0) = <Z EOM/> , (3.21)

where O, = (c]|O|d”).

Here we return to the example in Eq.(3.12)) and Eq.(3.15)) to illustrate how to obtain the
ground state through optimising the variational parameter . The local energy in this example
is

Eroert = Eloc,)y = —1 — 2ha,

2h (3.22)

Eroer) = Elocjr = 1 — .
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Due to the small system size in this example, we do not have to use the Monte Carlo method.
The exact variational energy is

S 2 2 4ha —1
I (3:23)

The parameter o can be tuned to minimise the variational energy. The minimum is at

—1+V1+4h? 6
a = i o i = tan 2 (3.24)

where we have defined h = %tan 6. The corresponding energy is

2 fha — 1
E= % = —secl = —V/1+ 412, (3.25)
«

which is exactly the ground state energy obtained by diagonalising the matrix in Eq.(3.15]).

3.3 Stochastic Reconfiguration

Stochastic reconfiguration (SR) [35] is a gradient-based optimisation method used in VMC. In
this section we will introduce why we need SR to optimise the variational wave function and
the details of this method.

In most cases, the system size is too large to perform analytic calculations. An alternative
approach is to calculate the gradient of energy with respect to all parameters. This quantity
represents the direction of energy reduction that can be used to optimise the parameters. In
analogy with classical mechanics, we denote the gradient as an equivalent force

0E

=22
k aW]:?

(3.26)

where Wy is a parameter to be optimised; k& = 1,2,..., M is the index of the parameters.
Fortunately, the equivalent force can also be measured by VMC as shown below. Notice that

Z @D beo”HU o = qu ’HO' 0 ¢;E1*0c47 (327)

O'O'

31/10—

and
LR (329
we have ¥ Wb H
oF _ 0 oot Yo 0'//2 o o _ ¢g‘ 2(E1>‘;ca _ E) (329)
awﬂ' aibg Za’ ‘wa” H\IIH 7
and OF aw*
k’ * * U*
8W Z o OWy,
2 1 9y
Z |w |2 loc,a - E)_* wo;k (330)
N V5 OWy

= <Eloc,0 a,k> - <Eloc,0> < ;,k) )
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where

1 0Y,
¢a aWk .
This formula tells us how to evaluate the gradient of energy through Monte Carlo sampling.

Opis = (3.31)

Naively, one can optimise the wave function through modifying the parameters a little bit
towards the energy decreasing direction, i.e.

OE
Tow;

where the derivative is with respect to W} instead of Wy to give the correct direction [36]. v
is a small number to control the changing rate of parameters. In the vector form, the above
formula can be written as

AW = —F. (3.33)

In the language of machine learning, it is equivalent to a widely used optimisation method
called stochastic gradient descent (SGD).

The performance of SGD in optimizing variational wave functions is not satisfactory. For a
fixed step size 7 in the parameter space {IW}}, the update can correspond to a very large step
in the Hilbert space making the optimisation unstable, or a very small change with the risk of
being trapped in local minima. Therefore, we should find the optimal change in the Hilbert
space {1, } and then map this change back to the parameter space {W}}.

To work in the Hilbert space, we consider an imaginary time evolution
(W) = e W) = (1—yH) |[Wg), (3.34)

where v is a small imaginary time. We will show its similarity with v in Eq.(3.32)) later. Every
imaginary time evolution step corresponds to a change of the quantum state

[AVy) = V) = W) = —yH Vi) = =7 ) Hootor |0) = =7 Y YoBioco o) (3.35)

and a change of the normalised quantum state

W) [¥e)  |AVg) — Re(Vy|AVg) [Vy)
||| ||‘PH\| 14l

i _WZ ||\IJ|| Eloco' - <Eloc,a>) |0> .

AVy) =

(3.36)

This is the change we want to achieve.

On the other hand, when we tune the parameters there is also a change of the quantum

state
32/10-

|ATy) ~ Z AW~ = AWi)yOp |o) (3.37)
o,k

and a change of the normalised quantum state

AW
Al ~ I

—Re(AW (Og))] |o) . (3.38)

We hope this change |AUy,) can be equal to the change |[AWy) we want. This is generally
impossible, because the dimension of Hilbert space grows exponentially with the system size
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while the dimension of parameter space is usually with a polynomial magnitude. There are not
enough parameters for us to satisfy all equations. The best result we can reach is to minimise
the distance between two changes |||[AWy) — [ATy)||. By solving this we get the target
equation

AW = —~S7'F, (3.39)

where S is a matrix with its elements given by
Sk = (05 400k) = (Og 1) (Oopr) (3.40)

and F is defined in Eq.(3.30). Compared with Eq.(3.32)) there is an additional transformation
S~! which implements the optimal optimisation step.

In practice, to make sure that AW does not diverge we need to add a small diagonal shift
to S, i.e.
Sk = (L+ A0 ) Sk, (3.41)
where A gives the scale of the shift. In this thesis we choose A = 0.001.
There are two difficulties in Eq.(3.39). One is that the number of elements in S is too large
for constructing the whole matrix explicitly. Another difficulty is that solving the inverse of
such a big matrix is very time consuming. To solve these two problems, we use an iterative

solver [37] which can solve for vS™'F in polynomial time without constructing S explicitly.
The expression Eq.(3.40) is enough as long as we obtain all O, values.

Below we summarise how to perform VMC optimisation with SR

Algorithm 2 VMC optimisation with SR

Initialise parameters Wi
Choose a batch of 1000 initial configurations {o}
fort=0,1,2,... do
Update {o} through Metropolis sampling with weights |,
Eloc,a — Zal %Ha,o/
E < (Eiocr) (for estimating the convergence condition)
Oak A L 5
’ o OWy,
Fi < (Bioc.0 O3 1) — (Eloc.o) (O 1)
AW ¢+ —7(S™8)~!F using iterative solver
Wi <+ Wy, + AW},

end for

| 2

3.4 Reweighted Sampling

Reweighted Monte Carlo has been widely used in the research of statistical systems[38] as well
as QMCJ39] and VMC[40]. A reweighted VMC optimisation is adopted in this thesis to improve
the accuracy of the results. Here we use the evaluation of energy as an example to illustrate
how it works.

In addition to the usual 2-norm defined in Eq.(3.18)), we define the 1-norm of the quantum
state |U)

MEDINAL (3.42)
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In traditional VMC, the energy is given by Eq.(3.16]

E= <Z ZZZ Hm,/> (3.43)

where (...), means sampling according to |¢),|*. When [¢,| happens to be far larger than ¢,/
the 1,/ /1, term results in the instability of energy measurement.

We rewrite the energy formula as
vy Yo V] |¥o| |45 ]
o0l = wa’Haa'
ZII‘I’HH‘I’ H‘I’II22 U] ¥, Z

v
i <Sg” Vo) 2 e > |

1

(3.44)

where (...); means sampling according to [,|. In the last step we take v, as a real number.
This is the reweighted sampling we will use in this thesis. After the implementation of the
reweighted sampling, the evaluation of energy will be stable even if [1),/| > |, ].

The remaining factor |¥|/||¥||? is given by

v o__ w1 L (3.45)
WIE = S, o~ 5, Bl (oD,

Finally, the formula of energy in reweighted VMC is

1
E= lef’)l <Sgn(w0);¢U’Hma’> ) (346)

1
where we still take 1, as a real number.

More generally,
(o ].--)y

=T

(3.47)

A useful reweighted quantity in SR is

0ath= (333 ), = o (o), -

A possible advantege of the reweighted sampling is that this method makes it easier to
update components with a small amplitude (P o [1|> — P o [¢]). The flatter sampling
distribution may lead to a better result.

The reweighted sampling was not used in the studies of NQS before. However, we will find
it very helpful in improving the accuracy of VMC optimisation in many cases. For example,
in the pair product (PP) state (to be introduce in [3.6)), the reweighted sampling can help to
reduce the variational energy, as shown in Fig[3.1] The training curve of reweighted method
converge to a lower value compared with the traditional method.
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Figure 3.1: Training curve comparison between traditional and reweighted VMC in 6 x 6
square Ji-J2 model with Jo = 0.5J;7. The pair product (PP) state is used as the variational
ansatz.

To make sure that the results in our numerical tests are reliable when comparing with other
methods, the observables like energy are still measured without reweighted to avoid possible
bias. The reweighted method is only used during the training process.

3.5 Gutzwiller-Projected Fermionic Wave Function

Gutzwiller-projected fermionic wave function (GWF) is a common variational wave function
used in VMC. To construct GWF in quantum spin systems, we should express the spin degrees
of freedom through Abrikosov fermions [41]

1
S, = 3 zﬂ: c;aaagci’@, (3.49)

where o = (0%, 0%, 0%) are Pauli matrices. ¢l and ¢, represent the creation and annihilation

of a fermion with spin « at site 7. In this representation, the spin [1) and ||) states at every
site have a one-to-one correspondence to the single fermion occupation states |1) and |[]),
respectively. The fermion Hilbert space, however, is too large for describing spin systems
because of the two remaining degrees of freedom - the zero occupation state |0) and the double
occupation state |1). This redundancy can be removed by a Gutzwiller projection operator

P = [ [(nis —niy), (3.50)

i

where n; = cZT ¢; is the fermion number operator at site ¢. For a fermion state |¥ ), the projected
state Pg |Uy) has the correct degrees of freedom for the corresponding spin system. That is
the reason why it is called a Gutzwiller-projected fermionic wave function. In practice, this
projection is achieved by sampling the states with only |1) and |]) at every site.

To construct a good GWF, one usually begins with a mean field Hamiltonian with parame-
ters to be optimised by VMC. This Hamiltonian can be solved to give a mean field wave function
as the ground state of the mean field system, which corresponds to a variational wave function
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in the spin system after Gutzwiller projection. The parameters in the mean field Hamiltonian
actually become the parameters of the variational wave function in the VMC framework.

We describe this process through equations mainly based on Ref.[5]. To begin with, we
contract the site and spin index together by

Ci = ¢
L (3.51)
Ci+N = Ci |,

where N is the total number of sites. Then the mean field Hamiltonian can be written as

Hyp = th cle;, (3.52)

where ¢;; is the hopping constant serving as the parameters to be tuned.

If all t;; can be arbitrarily tuned in optimisation, there will be 2N x 2N parameters. To
reduce the number of parameters, one usually uses a specific Hamiltonian, a typical one of
which is the BCS Hamiltonian

HMF = Z tU i aC],Ol + Z Ai]’C;TC}’i + h.c. (353)

jo i

with hopping terms t;; (different from the general ¢;; we mentioned before) and singlet pairing
terms A;;. It is worth noting that although the A;; terms with cf¢f do not appear in the
standard Hamiltonian in Eq.(3.52), one can perform a particle-hole transformation

G, — Cits
t (3.54)
Ci,| — Ci,i’
to change it into the standard form.
In a compact form, Eq.(3.52]) becomes
Hyr = ¢'Tc, (3.55)
where
ch=(c,ch,....cly) (3.56)
and
(T)ij = tis- (3.57)
The diagonalisation of Eq.(3.55) gives
Hyr = (c'UN(UTU")(Uc) = d'Ad, (3.58)

where U is a unitary matrix, d = Uc is the fermion operator for the eigenstates, and A = UTU'
is a diagonal matrix whose diagonal elements are the energy eigenvalues in the ascending order.
This diagonalisation calculation can be easily done by common packages of linear algebra.

The ground state is given by filling N lowest eigenstates, so

W) = de 0)=1] (Z (U, ) 0)=1] (Z Ujic j) (3.59)

=1 = =1 =
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The usual basis can be written as
o) = chy chy - 10) (3.60)

where R; can vary from 1 to 2N. The basis is properly sampled in VMC so that it represents
a possible state for spin system and Pg |o) = |o). Finally we obtain the wave function

o = (0|Pa|¥y) = (o] V)

= (0|cry...ch, (Z Ul*jc}> (Z U;‘Vjcj) 10) (3.61)

J

= detV,,

where the elements of V, satisfy (V,);; = Usz» The calculation of determinants is slow,
but usually we only need the ratio between different wave function components like 1, /1),.
This equals to the ratio between determinants, which can be calculated efficiently if two basis
configurations o and ¢’ are only different by a flip in a single site or an exchange between two
sites.

To make VMC optimisation possible, it is also necessary to calculate O, defined in Eq.(3.31)).
Fortunately, for a determinant we have

1 0(detV)

— = (V) 62

which makes the fast calculation of O, possible.

As an alternative approach, one can also take all U;; elements instead of ¢;; as the parameters
in VMC optimisation to construct a wave function with many variables while avoiding the
calculation cost in diagonalizing the T matrix.

In addition to the mean field contributions, one also needs to include the correlation factors
to express general quantum states. To simplify the calculation, they are defined to be diagonal
operators

P(o) = (a|P|o) (3.63)
so that
(o|P|¥y) = P(0)detV,. (3.64)

A widely-used correlation factor is the Jastrow factor, whose definition in spin system is

P(o) = exp (Z VVijUin> ; (3.65)

]
where W;; are parameters to be optimised in VMC, and o; is the spin configuration at site ¢.

In many cases we hope the wave function has specific symmetries to obtain specific excited
states or increase the accuracy of the ground state, so the symmetry projectors should also be
added into GWF. For an Abelian symmetry G with group members {Tl, Ty, ..., T,,} (v members
in total) and corresponding characters {wy,ws, ...,w, }, the following equation should exist for
an eigenstate |¥)

T W) = w, |W). (3.66)
One can define a symmetry projector
1 « .
L== -7 3.67
AN (3.6)



so that for any symmetrised state |¥) = L |¥) the symmetry condition Eq.(3.66) is automat-
ically satisfied, i.e.

T, | W) = Zw‘lTT W) = Z(wiwj)-lﬁfj W f) = w; |W). (3.68)

7j=1

In this thesis we only consider ground states in the trivial representation with w; = 1, so
! Z T, (3.69)
=, 2.1 .
=1
In summary, the complete expression for GWF to be used in this thesis is
= (o|PaPL|T ) Zd t(Vi,) (3.70)

Here P(o) should have the symmetry implied by £ to ensure the symmetry still exists in the
final 1),.

3.6 Pair Product State

As a generalisation of the determinant form we introduced above, the pair product state (PP)
[42] is also a type of GWF which can express more possible quantum states. Following the
discussion in the last section, we can write a more general mean field Hamiltonian

Hwr = Z( ij ZC] + Aw i ]) +hee., (3.71)

(]

whose solution takes the form

W) = exp ( > Fice ) (3.72)

where Fj; can be solved from the mean field Hamiltonian and F;; = —Fj;. Different from the
approach in the last section where ¢;; and A;; serve as VMC parameters, F;; are directly taken
as the parameters to be optimised in most application cases of PP.

After Gutzwiller projection, only the terms with N creation operators remain, so

Pa |Wy) = N/Q (ZE;cch) : (3.73)

Here we construct an explicit example to illustrate this state. For |o) = |[114]), the wave
function component is

1
Yo = (0|Pg|¥y) = ) (Fiy 21 Fspa) + Fira Forap + Fipa Forzy). (3.74)

(N/2)!

The wave function is a sum over products of pair entanglement factors Fj;, so it is called a
pair product state. If only singlet pairings are considered, it will be the resonating valence
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bond state introduced in 2.2l Consequently, PP is expected to work well in frustrated systems
exhibiting a QSL phase.

Generally, the wave function is

1

vy = (01Pal¥) = gy Oleny--s, (;ZF“> 0) =PIV, (373

where (V,)ij = Fg, r, and Pf(V) is the pfaffian of matrix V,. In this thesis we will use PfaPack
[43] to calculate pfaffians.

Analogous to the determinant in the last section, the ratio between pfaffians can be calcu-
lated efficiently and the derivative can also be obtained through a simple equation

1 9PE(V)
PE(V) oV,

= —(V ). (3.76)

The complete expression for PP should also contain correlation factors and symmetry pro-
jections, so

Vo = (0|PePL|V;) = @ > PE(V4,). (3.77)
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Chapter 4

Neural-Network Quantum State

4.1 Artificial Neural Network

Figure 4.1: Feed forward neural network

Imitating the structure and the function of biological neural networks, the artificial neural
network (ANN) has been widely used in various fields of machine learning [6]. As a fast-
developing technique in solving complicated problems that cannot be simply summarised by
tractable logic, it also proves to be a useful tool in various applications of science subjects,
including the quantum many-body physics we study in this thesis. In this section, we will
introduce the general structure of feed-forward neural network (FFNN), which is the most
common network architecture and is also the architecture we are going to use.

FENN is a multi-layer structure with non-linear maps connecting two neighbour layers.
Each layer takes the output of the last map as its inputs and also produces outputs to serve as
the input of the next map, as shown in Fig.. Every layer v’ can be a scalar, vector or tensor.
1Y is the input of the whole network, and the value of each layer after that is given by

vt = ("), (4.1)

The last layer vV is taken as the output of the network. The whole calculation process from
input in the first layer to the output in the last layer is called a forward pass.

A common and convenient implementation of the non-linear map f is the fully-connected
structure, as shown in Figld.2] To illustrate it, we consider v™ and v"~! as vectors with many
scalar values. Analogous to the biological neural networks, we call them neurons because
they are nodes of the network. The first part of the fully-connected structure is the linear
transformation which connects neurons in neighbour layers

v— Wov+b, (4.2)
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Figure 4.2: Fully-connected structure. The arrows in the linear transformation shows the
weights connecting different neurons. Not all possible connections are shown in the figure.

where W and b, having different values for different layers, are weight and bias implementing the
linear transformation of this specific layer. They are also the parameters we need to optimise.
The second part is a non-linear activation function g(x) applying to each output of the linear
transformation. The activation function makes sure that the map f can represent a non-linear
relation. A common activation function is the rectified linear unit (ReLU) [44] defined by

ReLU(x) = max(0, x). (4.3)
Combining the two parts, a fully-connected structure can be expressed as
f(v)=g(Wv+d). (4.4)

There are two advantages of this fully-connected structure. First, both the linear transformation
and the activation function are easy to implement efficiently, especially on GPU where the
computation can be made parallel to achieve an obvious acceleration. Second, the gradients
of the network output with respect to the weight and bias are often required to optimise the
network. The fully-connected structure in FFNN makes it possible to obtain the gradient of a
layer from the gradient of the next layer, so it is possible to gain the gradient information of
the whole network through a backward pass from the last layer to the first layer.

4.2 Neural-Network Quantum State

In the section of VMC, we know that a variational wave function can be essentially formulated
as a map from any configuration o to the corresponding component ¥, = (o|¥). When ANN
serves as this map, it is named a neural-network quantum state (NQS) [12]. In numerical
practices, o is taken as the input of the neural network v°, and the output of the network v
is designed to be a scalar representing 1, or In,. Usually people choose vV = In, so that

1o, d(ng,)
T, W, W,

(4.5)
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is directly the gradient of the network output. All the weights and bias mentioned in Eq.(|4.4))
are regarded as tunable parameters W in Eq.(3.30)) that we need to optimise to obatin a better
variational wave function.

NQS does not show any symmetry in general, but symmetries are often required to improve
the training accuracy of the network. In we will introduce CNN to implement transla-
tion symmetry into the network architecture. Some other symmetries like rotation symmetry,
however, are hard to implement directly through architectures.

Ref.[45] discussed how to implement these symmetries. For every equivalence class of the
configurations, a canonical configuration is chosen. In trivial representations with w; = 1, the
symmetric wave function can be expressed as

wsym(a) = ¢(Ucanonical)7 (46)

where 1) is obtained through the network output v"V. A problem in this formula is that only
the canonical configuration in the whole equivalence class is used in calculation. Most of the
network information is abandoned. Therefore, we choose a method similar to the symmetry
projection discussed in GWF section to create symmetric wave functions. Using the definition
of symmetry projection in Eq.(3.69), the wave function becomes

Vi) = 2 >~ w(Tia). (4.7

A typical symmetry we will use is the parity symmetry ¢ — —o. The symmetric wave function
considering this symmetry is

Yuym(0) = 5 (4(0) + ¥(~0)). (4.9

Having solved the symmetry projection, we turn to the problem during optimisation. While
training the network with SR, .., can be easily obtained through 1,. However, calculating
O, 1s a hard task in practice as all elements of O, form a Jacobian matrix of the neural
network, whose parallel implementation is not directly supported in mainstream neural network
packages like PyTorch or TensorFlow. To solve this problem in PyTorch, we use BackPACK|46]
in which the parallel Jacobian calculation is implemented in both 2D and 3D systems.

4.3 Restricted Boltzmann Machine

The early studies of NQS started with a focus on restricted Boltzmann machine (RBM) [12], a
simple shallow structure with extraordinary ability in capturing the entanglement in quantum
systems.

The original idea of RBM comes from separating Ising-like spins into two groups - visible
units and hidden units [47]. Connections only exists between a visible unit and a hidden unit,
but not between two visible units or two hidden units. This allows for more efficient training
algorithms because one can fix all visible units and update all hidden units at once, or vice
versa. In this process, one does not have to consider the connection between visible units or
hidden units. The structure of NQS is shown in Figld.3] The architecture of NQS contains
many long-range connections. This helps RBM to capture the entanglement and achieve great
performance in the quantum systems [4§].
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Figure 4.3: Structure of restricted Boltzmann machine (taken from Ref.[12])

When taken as an NQS, RBM can be regarded as a two-layer FFNN. The first layer is
the visible layer where we input a configuration o. Then this layer is followed by a fully-
connected structure to connect it with the second layer (hidden layer), with an activation
function g(x) = Incoshx. Finally, the sum over all values in the last layer is taken as In,. As
a simple two-layer architecture, the wave function can be written as a simple formula

M N
Invy, = Zln cosh <Z Wioj + bi> , (4.9)
i=1 j=1

where N and M are the total number of visible and hidden units, respectively. W;; and b; are
the parameters implementing the linear transformation in the fully-connected structure. All
parameters are complex-valued so that RBM can represent wave functions with both amplitude
and phase in principle. In the non-frustrated systems where the sign problem does not exist
and all components v, are positive in a suitable basis, the parameters can be real-valued to
accelerate the optimisation process.

In numerical practices, translation symmetries are also implemented to increase the accuracy
of the optimisation result. In this case RBM is essentially a convolutional neural network that
we are going to introduce in the next section.

Despite of its simple architecture, RBM reaches extraordinary accuracy in various quantum
systems. In Fig. we take 2D Heisenberg model as an example. As o = M/N grows, the
network architecture becomes more complicated and the relative error compared with the exact
ground state energy obtained by QMCJ49] improves systematically. RBM reaches an error lower
than 1073, which is a very accurate result compared with EPS[50] and PEPS[51].

Following the success of RBM, Ref.[52] exhibited the relation between RBM and tensor
network states, and Ref.[53] shows the limits of shallow RBM architecture in representing
general quantum states and introduced a deep Boltzmann machine (DBM) architecture. Some
other papers took RBM as the correlation factor in GWF defined in Eq.(3.63), which gives a
huge improve to traditional GWF method [54} 55].
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Figure 4.4: RBM result in 10 x 10 square antiferromagnetic Heisenberg model (taken from
Ref.[12]). The x-axis is & = M/N. The y-axis is the relative error of variational energy.

4.4 Convolutional Neural Network

After the studeis of RBM, it is natural to consider deep convolutional neural networks (CNN)
widely used in the field of deep learning [56]. CNN is a kind of neural network architecture
which directly implements the translation symmetry into its structures to reduce the number
of parameters.

As shown in Fig, the arrows represent the weight connecting different neurons. In
this simple case where each layer only contains 3 neurons, there are 3 kinds of connections, each
represented by a color. The central idea of CNN is that the weights with the same color have
shared values, so the number of weights connecting two layers with N neurons are reduced from
N? to N. Specifically, the linear transformation connecting different layers is called a kernel.
One can limit the largest distance of connections (the kernel size) to further reduce the number
of parameters. In addition, we choose the periodic boundary condition (the dashed neuron)
in Fig. to make sure that the network is exactly translational invariant. Apart from the
weight, the bias also has shared values which means there is only one unique bias for different
nodes in the same kernel. Similar to fully-connected networks, the activation function is also
used after the linear transformations to implement the non-linearity in CNN. The details about
how weights are shared can be found in Ref.[56].

The simple network in Fig only has 1 channel in both layers. A general CNN can have
multiple channels. The channel can be viewed as a new dimension of the tensor different from
the spatial dimensions. In a CNN with multiple layers, two neighbor layers are still connected
by linear transformations. In Figld.5(b)| we use a simple network with two channels in each
layer to illustrate how channels work. Every arrow represents a kernel with shared weights
inside as represented in Fig, but different kernels do not share weights between each
other. The output of different kernels at the same channel are simply added together. There is
still only one bias for each channel no matter how many channels are connected to it through
convolutional kernels. The same activation function is applied to different channels.

The translation invariant feature of CNN proves to be very helpful in solving physical
problems where symmetries play a central role, including determining phases of matter [9] and
solving quantum many-body systems [13].
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Figure 4.5: Architecture of CNN

We will stress on CNN’s function as an NQS. In Ref.[13], the CNN architecture shown in
Fig. is taken as the variational ansatz to represent quantum states. The parameters are
complex-valued to represent the amplitudes as well as the phases so that the network is able
to solve frustrated systems.

Sum

e |
1

| J Incnn (o)

Channels: 12 10 8 6 4 2
Figure 4.6: CNN architecture as an NQS (taken from Ref.|13])

Instead of the non-frustrated system which can be solved by a simple RBM architecture,
the CNN research focuses on frustrated Ji-J; systems. In Figld.7] the energy difference per site
with respect to CNN energy is shown for various methods. The result of CNN outperforms
GWF (VMC-Fermions in Fig[l.7) across different J, values. However, in the frustrated region
around J = 0.5, DMRG [23] shows significantly better performance than CNN.

The deep architecture of CNN is efficient in capturing entanglement in quantum systems
[57], which helps it to outperform RBM. However, the improvement of CNN mainly comes
from the amplitude part. A common problem of both RBM and CNN is that the sign structure
cannot be optimised by the usual SR method, although they choose complex-valued parameters
to express the phase of wave functions. In the CNN result of Figld.7] at J, = 0.5, for example,
the sign structure of the variational wave function is initialised to obey the Marshall sign
rule (MSR) before the optimisation. This simple sign structure is not optimised to express a
frustrated sign structure during the training process.
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Figure 4.7: Comparison of the variational energy between CNN and other methods in 10 x 10
Ji-J2 model (taken from Ref.[13])

In spite of its insufficiency in learning sign structures when SR is used, CNN still inspired
people to apply popular architectures in deep learning to quantum systems. A successful
example is the use of PixelCNN [58] as an autoregressive network in quantum many-body
problems [59] which implements direct sampling and further improves the variational energy.

4.5 Sign Network

In RBM and CNN we introduced above, complex-valued parameters are used so that the
network output In, is complex and expresses both the amplitude and the phase. However,
this choice proves to be insufficient when we encounter complicated models with sign problems.

Some existing papers introduced a combination of two separate networks - one for the
amplitude part and one for the sign part - to solve this problem. The wave function in these
papers can be written as

¢(0) = ¢amp(0)¢sgn(0_>7 (4'10)

where both the amplitude part ¢,m,(c) and the sign part ty,(o) are real values given by
networks with real parameters.

Usually ¢(0) is real and ¢gg,(0) only needs to be a sign factor +1 or —1 indicating the sign
of ¢(o). This choice of discrete output values, however, makes the network non-differentiable
and cause problems when we calculate O, in Eq.(3.31)) during VMC optimisation.

To avoid this problem, there are two choices in previous papers. In Ref.[60], the sign
network is a single-layer fully-connected network with a cos(x) activation function. The output
is a continuous real value ranging from —1 to +1. Another paper, Ref.[61], uses a single-layer
convolutional network to express a phase ® and g, (o) = e'®@) becomes a continuous phase
factor.

Nevertheless, none of these architectures achieve results better than a complex-valued CNN.
The attempt to create a continuous sign network introduces some extra complexity into the
ansatz. In Ref.[60], the amplitude and the sign network are coupled because the sign network
still contains an amplitude. In Ref.[61], complex degrees of freedom are introduced, which is
redundant for most ground state wave functions.
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Figure 4.8: Two network choices for 1sgn (o)

Unlike the networks in Fig[4.8] in this thesis we use a sign network with binary output
values, +1 or —1, to indicate the sign of wave functions, i.e. 1)gn(0) = £1. The network
architecture, shown in Fig, is a single-layer CNN using cos(z) as the activation function.
The kernel size is as large as the system size, and the width is chosen to range from 1 to 8. The
sign of the sum over the output of the convolutional layer is taken as (o).

s cos(+) sum sgn(*)

> —— sgny

Figure 4.9: Sign network architecture.

This choice, although avoids the redundant complexity, introduces a problem we have men-
tioned above - this architecture is non-differentiable and cannot be optimised with gradient-
based methods like SGD or SR. This is the reason why we need evolution strategy as an
optimisation method not relying on the gradient of networks.

To implement the symmetry in the sign network, we input many configurations associated
with some symmetry operations like rotations into many identical sign networks. Instead of
summing different channels directly as what we do in Fig[4.9, we put all channels corresponding
to different configurations together and then sum them up and get the sign. Similar to Eq.(3.69)),
it is essentially an average over different configurations.

The single-layer architecture we use in the sign network is good at expressing sign structures.
For instance, in 2D Heisenberg model on square lattice, one requires only 1 channel with kernel
values

+1 -1 +1
m™|-1 +1 -1

4|+1 -1 +1 (4.11)

to express the Marshall-Peierls sign rule (MSR) exactly. Another example is the J; — o0
limit in 2D square J;-J5 model, whose stripe sign structure corresponds to similar stripe kernel
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values
+1 +1 +1
T -1 -1 —1

4 [4+1 +1 41 (4.12)

The similarity between kernel values and Figf2.4) indicates that the weights in the sign network
can tell us some primary information of the sign structures in the quantum system.
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Chapter 5

Evolution Strategy

5.1 Main Idea of Evolution Strategy
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Figure 5.1: Comparison between SGD and ES in 1-variable optimisation problem. FE is the

A

/ bad samples
—0—0-

—— good samples

/

-—0—

v

(b) Comparison in discrete function

energy we want to minimise. z is the variable optimised to reduce E.

Based on the idea of evolution in biology, the evolution strategy (ES) is an optimisation tech-
nique which can work without the gradient information |14]. In this section we will introduce

the main idea of ES.

In Figf5.1| we illustrate the difference between ES and gradient-based optimisation methods
like SGD. If the energy F is a continuous function of variable z, SGD can be used to determine
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how to optimise x through calculating the gradient descent direction —g—f. ES, different from
SGD, generates many samples and estimates the direction of energy decreasing through these
samples. The good samples indicate the correct direction.

In continuous function, ES does not show much superiority over SGD. Nevertheless, for the
cases when energy is a discrete function of variables like what we encountered in sign networks,
ES still helps to optimise the variational wave function while SGD does not. This is the reason
why we need to introduce ES in this thesis.

Here we introduce a simplified version, simple ES, to demonstrate the central idea of ES.
In simple ES, the new samples are generated by a Gaussian distribution for every parameter

Xi ~ N (Wy, 0?), (5.1)

where o is the variance of the normal distribution, X}, is a sample of the new value of W;. We
use n = 1,2, ..., A to represent A groups of samples. Every group corresponds to a variational
energy X — E™ which can be estimated by VMC.

Although it is not the method we are going to use in the numerical experiments of this
thesis, simple ES serves as a good starting point to understand the main idea of ES. The detail
of simple ES is shown in Algorithm [3] In an ideal situation, the calculation of the energy of all
samples is parallel, so the time complexity of ES should be in line with SGD.

Algorithm 3 Update sign network using simple ES

Set parameters o, A
Initialise all network weights Wy, < 0
fort=10,1,2,... do
forn=1,2,...\do
Sample X" ~ N (Wy, 02) for each k
Measure corresponding energy E™ through VMC
end for
Find lowest energy E(™
end for

ES can be easily combined with the VMC framework. In every iteration of the VMC training
process, the sign network is optimised by ES while other networks are trained by SR, as shown
in Algorithm [4

Algorithm 4 VMC with ES

Initialise all parameters

fort=20,1,2,... do
Sample 1000 {o} with reweighted probability P o [, |
Measure variational energy F (for estimating convergence)
optimise the sign network using ES
optimise other networks using SR

end for

Measure target observables without reweighted
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Here the same group of samples {o} can be used to optimise all networks in every iteration.
It is because the optimisation of the sign network leaves the probability of sampling unchanged
and does not influence the following SR optimisation. Sampling is the most time-consuming
part, so this characteristic makes the training process efficient.

5.2 Multivariate Normal Distribution

In the following sections, we are going to discuss a common variant of ES - covariance ma-
trix adaptation evolution strategy (CMA-ES) [62]. This section will begin with the difference
between simple ES and CMA-ES in generating samples.

In the process of generating samples, different variables are perturbed by independent Gaus-
sian distributions in simple ES, like the left panel of Fig[5.2] If we go one step further, it is
possible to allow different variables to have different variance in new samples, as shown in the
central panel of Fig[5.2] However, in most cases ideal sample points should have a distribution
in the right panel of Figl5.2l Different variables should be correlated to give better sample
points.
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Figure 5.2: ES samples in 3 cases. x and y are parameters to be optimised. The dash line
and points shows the sample distribution we want to have and the samples generated.

To achieve the sampling with different variables correlated, it is necessary to introduce the
multivariate normal distribution. Slightly different from the independent Gaussian distribution
in Eq.(5.1), the multivariate normal distribution can be written as

X ~ N(W.,%) ~ W +VEN(0,1), (5.2)

where X is a new group of sample, W is the current weight serving as the mean value of the
samples, N(0,1) is the standard Gaussian distribution in the multi-variable case, and ¥ is a
covariance matrix containing the correlation information between variables. The elements of ¥

are given by
Nig = ((Xi = Wi)(X; = Wj)) = Cov(X;, X)), (5-3)

where Cov means covariance.
As a positive definite matrix, the eigendecomposition of X is
Y = BD?BT, (5.4)

where B is an orthogonal matrix containing a group of orthonormal eigenvectors of X. D?
is a diagonal matrix whose diagonal elements are the eigenvalue of . In this notation, the
multivariate normal distribution becomes

N(W.2) ~ W +VEN(0,1) ~ W + BDBY N(0,1) ~ W + BDN(0,1).  (5.5)
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The last equation is because the standard Gaussian distribution is unchanged under a rotation
represented by BT. Eq.(5.5) tells us how to generate samples from the multivariate normal
distribution in practice.

5.3 Update of Distribution

Having understood how to generate samples from the multivariate normal distribution, the
next problem is how is the distribution updated. We will discuss the update of mean value W
and covariance matrix Y in this section.

In simple ES, the mean value is updated to be the best sample in the last generation. If we
sort the samples in an energy ascending order, i.e.

X0 _y pn)
with EM < @ < . < EW (56)
then the update of simple ES can be simply written as
W =xW, (5.7)

where W’ represents the new mean value, different from W which represents the previous
mean value before the update. An obvious problem in this update rule is that only the best
sample is adopted and most information from other samples are abandoned.

As an improvement to this problem, a weighted sum of different samples is used in CMA-ES.
The equation for the update of mean values becomes

A
=W+ wi(XD-W), (5.8)
=1

where X @ is sorted in the energy ascending order, w; with w; > wy > ... > w, is the weights
for different samples. This is the equation telling us how to update the mean value of the
distribution.

The remaining part of this section will be about updating covariance matrix - actually this
is where the name “covariance matrix adaptation” comes from. We begin with the equation
for estimating the original covariance matrix > from sample points

Z X0 _w)T, (5.9)

>/I+—*

This equation comes from Eq.(5.3), the definition of covariance matrix. To update the covari-
ance matrix, we introduce the same weights in Eq.(5.8)) to indicate the importance of different
samples, then

>/I+—‘

Z (XO W)y XD —w)T, (5.10)

The figure below shows the update process of the mean value and the covariance matrix.
The linear function to be minimised is f(z,y) = —z —y with z, y the x and y axis in the figure.
Among 150 samples, the weights are chosen to be w;<50 = 1/50 and w;~50 = 0. The mean value
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Figure 5.3: Update of covariance matrix (taken from Ref.[62])

is moved towards the direction of reducing f. The covariance matrix is updated in the right
panel and the new distribution will generate more samples in the energy descending direction,
which is exactly what we want.

Apart from the convariance matrix adaptation we introduced above, CMA-ES also contains
many components, including rank-pu-update, rank-one-update and step-size control, all of which
takes the information of many previous generations into consideration to fully make use of the
previous samples and accelerate the training process. See Ref.[62] for details of CMA-ES.

5.4 Covariance Matrix Adaptation Evolution Strategy

In this section, we are going to give a summary to CMA-ES. With the multivariate normal
distribution in sampling and the update of distribution we introduced in the previous sections,
CMA-ES becomes an efficient algorithm and one of the most popular variant of ES.

In Figl5.4{ we show that CMA-ES can help to improve the accuracy of ES optimisation in a
quantum many-body problem. Compared with simple ES, CMA-ES gives much better training
accuracy in the end. Although the 4 x 4 Heisenberg model is very simple, this comparison still
shows the importance of using CMA-ES.

CMA-ES is a sophisticated method with many parameters to control the training rate and
ensure its stability, but in most cases one does not have to tune all these parameters. Most
parameters can be determined by previous studies and fixed at an optimal value. In this thesis
we use the pycma package to implement CMA-ES and the default values in the package are
used in the numerical experiments [63]. The only two parameters needed to be specified are
the number of samples generated in each iteration A and the initial variance o. In this thesis
we choose A = 100 and o = 7/4.
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Figure 5.4: Comparison between simple ES and CMA-ES in 2D 4 x 4 square Heisenberg
model. The correct amplitude is already given through ED so that the training focuses on
the sign structure.

5.5 Necessity of reweighted in ES

In 3.1} we discuss a reweighted sampling method which can improve the training result in VMC.
In ES, the effect of reweighted is more determinant. The application of reweighted in ES is
actually the reason we use it in VMC in the beginning.

ES optimises the sign structure through the variational energy. The energy with and without
reweighted is given by

b= <Z 7WD_(:[—[UUI> = <|¢1|>1 <Sgn(¢0)zwa’Ha,a’> X (5.11)

1

where, as usual, (...), is the traditional sampling P o |1, | and (...), is the reweighted sampling
P & |1),]. Due to the fluctuations in the amplitude part, sometimes % will give very big values.
In this case, ES will only focus on the sign of this component while negolecting other components.
This will cause a huge difficulty in the training. The difficulty will become more obvious in the
frustrated systems where the amplitudes of different components show up to be more irregular.
Fig[5.5] shows the training curve with and without reweighted when ES is used to optimise
the network. Obviously, the variational energy will be very far from the variational energy if
reweighted Monte Carlo is not used.

Consequently, whenever we use ES to optimise a network, the reweighted sampling is always
used to ensure its performance.
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Figure 5.5: ES training curve comparison between traditional and reweighted VMC in 4 x 4
square Jq-.Jo model with Jo = 0.5J;.
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Chapter 6

Evolution Strategy for Independent
Sign Structures

6.1 Architecture of Amplitude Network

g
Mean InYenn

Channels 12 8 4 2

Figure 6.1: Architecture of the amplitude network for square lattice

In this chapter, we are going to use variational wave functions with separate amplitude and
sign parts given by a multi-layer CNN trained by SR and a single-layer sign network trained by
ES, respectively. We will introduce the architecture of the amplitude network in this section.

The CNN architecture we are going to use for the square lattice in this thesis is shown in
Figl6.1] The kernel sizes are the same as the system size, with channel number 12, 8, 4 and
2 in each layer. The periodic boundary is used in the convolution operation. The first layer
uses a Incosh activation function without bias while the following layers use ReLLU with bias.
This choice ensures the parity symmetry ¢ (o) = 1)(—c). The mean value of the last layer is
taken as the output In. The total number of real parameters to be optimised in the network
is 148N + 14 for a system with NV sites. The use of CNN in square lattice is direct because
the square structure of the lattice fits the shape of CNN kernels. The configuration basis is
transformed to a matrix with +1 elements. In a simple 2 x 2 square lattice, for instance, the
transformation from a configuration to an input matrix is

I *:> [_11 _11] : (6.1)
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Figure 6.2: Pyrochlore lattice

Different from the square lattice, the configurations in the pyrochlore lattice cannot be
directly taken as the input of the network. In Figl6.2] we show a 2 x 2 X 2 square lattice to
illustrate how to deal with the configuration before inputting to the network. For a pyrochlore
lattice with IV sites, there are N/4 cells with 4 sites in each cell. For instance, the sites with
number 0, 8, 16 and 24 are in the same cell. They are treated as different channels with the same
spatial position in the network. On the other hand, the sites in the same position of different
cells have the same color in Figl6.2l They are the input in the same channel with different
spatial positions. This choice makes sure that the translation symmetry is still automatically
satisfied in the CNN architecture. It also works for the sign network which also has a CNN
architecture.

The architecture of the amplitude network for the pyrochlore lattice is in Fig}6.3] The input
layer has 4 channels corresponding to 4 sites in every pyrochlore cell. The following layers have
32 and 16 channels. The arrows in the figure except the last one represent 3D convolutional
structures. Other settings including the activation functions are the same as the CNN for the
square lattice.
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Figure 6.3: Architecture of the amplitude network for pyrochlore lattice. The dots represent
some hidden channels.

6.2 Training Strategy

Training a neural network is usually a technical task with many details. They seem to be
secondary but actually these details can have deterministic effects on training results. In this
thesis we separate the amplitude and the sign parts, so the training strategy about the training
sequence of different parts is of great importance.

In Ref.[61] introduced in , the training starts with the optimisation of the phase network
with equal amplitude until convergence, and then two parts are optimised together. Another
possible choice is to train the sign part to convergence, and then train the amplitude part to
convergence. This procedure is performed back and forth until overall convergence. This choice
will also work for non-frustrated systems. These choices are reasonable for non-frustrated sys-
tems like square Heisenberg model, because the correct sign structure will lower the variational
energy for any form of the amplitude part.

In frustrated systems the situation is different. In Figl6.4] we show the variational energy
obtained by exact diagonalisation (ED) in 4 x 4 square lattice with J, = 0.5 which is a typical
and simple frustrated system. When the amplitudes of components are equal or best for MSR,
MSR will give lower variational energy compared with the ground state (GS) sign structure.
This is distinct from the non-frustrated Heisenberg model where the GS sign structure always
gives the best energy. In frustrated Ji-Jo models, GS sign structure will give better energy
only when the amplitudes are also GS amplitudes. If the sign part and the amplitude part are
trained separately, the system will first converge to MSR with equal amplitude (the first arrow
in the picture) during the optimisation of the sign part, and then to best amplitude for MSR
(the second arrow) in the amplitude part training. After that, tuning the sign part again will
not achieve the GS sign structure because its energy is slightly higher if the amplitude is fixed.
The optimisation will stop when it reaches the local minimum at MSR.
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Figure 6.4: The variational energy for different amplitude parts and sign structures in square
4 x 4 lattice with Jo = 0.5. A possible problematic training path is shown if the amplitude
part and the sign part is trained separately.

The strategy in Ref.[61] can overcome this problem because the two parts are trained to-
gether after the first step of training the sign part. In this thesis, we use a slightly different
training strategy. We will train two parts of the wave function together from the very beginning.
This proves to be effective in solving some frustrated models.

6.3 2D 4 x4 Square Lattice

The 2D 4 x 4 square lattice is a simple system with frustrated sign structures. There are only
16 sites in the system so that the ED result can be easily obtained. In the last section we have
used the ED data to determine the training strategy we are going to use. In this section, we
will give the main numerical results in this system.

In square lattice, J; is fixed to 1 and we vary J, to go over the phase space. The kernel
values of the sign network show an obvious pattern of the corresponding sign structures for
different Jy values.

When the sign network only has 1 channel and J, = 0 or Jy — oo (here we choose J, = 1),
ES can optimise the kernel values of the sign network to fit the theoretical result Eq. and
Eq. to a great accuracy, as shown in Fig.. The output of the sign network is invariant
if a weight value is added of subtracted by m. Consequently, in this and the following pictures
the kernel values are modified into the interval [—m /2, 7/2].

The pattern learned by the network has a close relation with the sign structure of the
system. The checkerboard and the stripe pattern are exactly the pattern people usually use to
represent the sign structures at Jo = 0 and J; = 0, respectively. Consequently, the sign network
trained by ES can be a useful method for us to have a basic understanding of the quantum sign
structures.
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Figure 6.5: Kernel patterns of the sign network (1 channel).

A single-layer sign network with 1 channel is not enough for the frustrated region around
Jo = 0.5. Here we use 4 channels so that the sign network is able to express the more complicated
sign structure in the frustrated case. The patterns of the kernels at J, = 0.5 are in Fig[6.6] The
complexity of the frustrated sign structure makes the pattern not as regular as the previous
patterns, but we can still find some clues of checkerboard patterns (the last two channels) and
stripe patterns (the first two channels). The mixture of different patterns is exactly what we
expect in the frustrated region of the J;-J; model.

=14

Figure 6.6: Kernel patterns of the sign network (4 channels) at Jo = 0.5

Furthermore, we compare the learning curve of our method with complex-valued CNN.
As Fig[6.7] indicates, complex-valued CNN does not learn the sign structures beyond what we
impose before training. In previous papers using complex-valued parameters including Ref.
and Ref.[13], the network training will be pretty tough in Heisenberg model (.J, = 0) if one does
not impose the correct sign structure before training. Usually the network cannot converge to
the ground state, as the blue curve in Fig shows. This problem does not exist if we use
a sign network trained by ES to express the sign structure. In this case, the variational energy
converges to the ground state energy very fast. For the frustrated sign structure, the situation
is similar. In Fig we impose MSR before the training. MSR is close to the ground state
sign structure but not the same. The dash line shows the limit one can reach within MSR. Our
network trained by ES goes beneath this limit significantly, while the complex-valued CNN can
only reach the MSR limit. In summary, the complex-valued networks widely adopted before
can only be trained to express a good amplitude. In order to train the network to adapt to
correct sign structures, some other methods like ES in this thesis are necessary.
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Figure 6.7: Comparison between complex-valued CNN and ES in 4 x 4 square lattice. The
results of complex-valued CNN are obtained through the NetKet package [64]. (a) Initial
sign structure is all positive. The dash line shows the ground state energy obtained by exact
diagonalisation. (b) Initial sign structure is MSR. The dash line indicates the best variational
energy if MSR is imposed.

The relative error of variational energy for different .J; values is shown in Figl6.8] The error
is lower than 10™* across different .J; values, which is a very good result for frustrated models.
The rotation symmetry with 4 group members is used to increase the accuracy of the result,
except for Jo = 1 where the symmetry does not help to increase the accuracy.

10-5
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10—6 4

0.0 0.2 0.4 0.6 0.8 1.0
J2

Figure 6.8: Relative error of variational energy in 4*4 square lattice. Jp is fixed to be 1.
The sign network has 4 channels.

We also measure the structure factor, defined as

$*(q) = m S8 8,) o, (6.2)

/1/7.7

Its values when g = (0,0), (0,7) and (m,7) are shown in Figl6.9]
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Figure 6.9: S%(q) for different g values

The ground state is in the S?(0,0) = 0 sector. The result in the left panel shows that S2(0,0)
is very close to 0 for all J, values. This means that this architecture gives wave functions which
almost fall into this correct sector. Furthermore, S?(, 7) tends to be larger if the checkerboard
sign structure is dominant and S?(0, 7) is larger if the stripe structure is dominant. The change
of S? shows the tendency we expect. As J, increases, S?(m, m) gets smaller while S?(0, ) gets
larger. The sign structure goes smoothly from the checkerboard structure to the stripe structure
and they cross at the frustrated region around J, = 0.6, as we expect. This validates that the
sign network has learnt correct sign structures under the help of ES.

6.4 2D 6 x 6 Square Lattice

The 4 x 4 square lattice is very simple. The small size can reduce the complexity of its sign
structure. To investigate the performance of ES, it is necessary to go to a larger lattice. In this
section we try to use similar methods to 2D 6 x 6 square lattice. This system, although still not
big enough to go beyond the applicable range of ED, is large enough to show some important
differences.

From now on, we will abbreviate the sign network trained by ES as SIGN. We do not name
it as ES because all abbreviaions like GWF and RBM are named by the form of the variational
wave functions but not the optimisation method. The wave function in our current method is
thus CNN+SIGN.

We begin with the discussion about J; = 0 case. It corresponds to Heisenberg model with
only nearest interactions. The comparison of the relative error and the pattern of the sign
network is shown in Figl6.10l The sign network expresses the correct MSR, and the energy is
the best compared with other neural network methods. This is because our network uses most
variational parameters. Another possible reason is that the variational wave function in our
method is real. The elimination of redundant complex degrees of freedom may be helpful in
improving the variational energy.
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Figure 6.10: ES result in Jo = 0 square 6 x 6 lattice

The performance of ES at J, = 0 is satisfactory as the sign structure in this model is very
simple. It will be totally different when we go to the frustrated region. Here we use Jo = 0.5
as an example. In Fig[6.11| we show the variational energy obtained through different methods.
The CNN+SIGN combination, although outperforms complex-valued CNN, does not get better
than the MSR limit. This means that the sign network does not obtain result beyond the simple
sign structure given by MSR, and it does not adapt to the important frustrated sign structure.
This behavior is different from the situation in small 4 x 4 lattice where our method gets a
result better than MSR limit. For a larger system size like 10 x 10, this problem still exists.

In Ref.|61] introduced in where gradient-based method is adopted to optimise a phase
network there is a similar result that the network can only be trained to express MSR in
frustrated regions. The reason behind this is that the correct sign structure becomes harder to
be expressed by a simple sign network when the system size goes up.

The similar results based on totally different optimisation methods indicate that the prob-
lem may be the ability of variational wave function in expressing the correct sign structure. To
verify this, we attempt to impose a good amplitude part very close to the ground state am-
plitude given by PP and train the sign network independently. As expected, the sign network
cannot be optimised to express the correct sign structure. This inspires us to use some new
network architectures to express the frustrated sign structure, which will be discussed in the
next chapter.

The difference between non-frustrated systems and frustrated systems come from the re-
lation of the amplitude part and the sign part. In non-frustrated systems, the correct sign
structure will always give the best energy compared with other sign structures for all possible
amplitude distributions. The two parts are relatively separated and can be well approximated
by two separate networks. However, in frustrated systems some sign structures different from
the ground state sign structure can give the best energy for some amplitude distributions, as
shown in Figl6.4] The amplitude part and the sign part should work together to give the best
possible energy. An artificial separation is possible to make the sign part very irregular and
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Figure 6.11: Comparison of variational energy error in Jo = 0.5 square 6 x 6 lattice. The
MSR limit is obtained by the neural network result with the sign structure fixed. The GWF,
GWF+RBM and complex CNN results come from Ref.[22], Ref.[55] and Ref.[13], respectively.

cause the difficulty for the sign networks to capture the law behind the sign structure. Ref.|65]
has shown that it is very hard for the neural networks to generalise the knowledge of the sign
structure it obtains during the training to the configurations not trained before in the frustrated
region. The irregular sign structure separated from the amplitude part becomes a big challenge
for the neural network.

6.5 3D 2 x 2 x 2 Pyrochlore Lattice

The Ji-J5 model in 3D pyrochlore lattice is much more complicated than in 2D square lattice.
Different from 2D square lattice where MSR can be a good approximation for the sign structures
in the frustrated region, there is no available approximate sign structure for 3D pyrochlore
lattice and the neural network has to learn a good sign structure by itself. The severe sign
problem will be a big difficulty if traditional network structures like complex-valued RBM or
CNN are directly applied to this strongly frustrated model.

We consider pyrochlore lattice with 2 x 2 x 2 unit cells. As each unit cell contains 4
sites, the total number of sites is 32. As usual neural network methods do not work in this
model, we compare ES with gradient-based phase network (CNN+phase) [61] as well as PP.
In two neural network methods the translation symmetry is directly implemented in the CNN
architecture. In PP we use symmetry projection to impose translation symmetry. The relative
error of variational energy and the overlap with lowest eigenstates are shown in Fig[6.12] The
performance of ES is not as good as other methods, but it is still a feasible method to gain
reasonable results in such a complex model. The difference between the sign network trained
by ES and the phase network trained by SR probably comes from some training details.
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Figure 6.12: Various methods in pyrochlore lattice. The eigenstates and their energy values
are obtained by ED results provided by Nikita Astrakhantsev. The CNN+phase data is also
from Nikita Astrakhantsev.

The overlap shows that in all three methods the ground state and the first two excited states
contribute most to the variational wave function. The 3rd to 5th excited states also have a
few contributions. However, the existence of some components in higher excited states cause a
relatively higher variational energy compared with 1st and 2nd excited states.

An additional S3 symmetry not used in Figl6.12] can help to eliminate the contribution of the
Ist, 2nd, 4th and 5th excited states. These states are represented by orange colors in Fig[6.12]
to distinguish them from other states which will remain after the projection. However, for
neural network methods based on ES or SR, the projection will greatly increase the variational
energy. On the other hand, the PP variational energy will reduce to a relative error of 0.00316
after the projection. Its squared overlap with the ground state will also increase to 95%. This
indicates that the PP variational wave function is closer to the ground state wave function.
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Chapter 7

Evolution Strategy for Auxiliary Sign
Structures

In the previous chapter, we have seen some achievements as well as limitations when a sign
network trained by ES serves as an individual sign part. The limits mainly come from the
form of the variational wave function. When the amplitude part and the sign part are totally
separated as Eq., the training process will become extremely difficult. Consequently, in
this chapter we take the sign network as an auxiliary sign structure combined to a main part
of the wave function with both the amplitude and the sign parts. The final wave function is

1/1(0) = wmain(o-)wsgn<0')- (71)

7.1 ES for auxiliary sign structure of PP

PP is a typical variational ansatz with both the amplitude and the sign parts, so it is a natural
choice to try the combination of PP and a sign network. This will serve as a good starting
point of the whole chapter.

In Fig[7.1] we show the performance of a sign network trained by ES (SIGN for short) when
combined with PP in 8 x 8 square lattice at J, = 0.5. The sign network can improve the energy
obtained by PP through modifying its sign part, but this improvement is very small. The result
gets better when we introduce an RBM as the correction for the amplitude part. The details
of the setting are as follows: only parity symmetry is implemented in PP; the symmetric RBM
is a single-layer CNN with 64 channels without bias; SIGN has 2 channels. A result we did not
show in Fig[7.1]is that when more symmetries are imposed on PP the energy will get better
significantly. In this case, however, the improvement of PP+SIGN will be even smaller.

The improvement when a sign part is imposed on PP is very small and even negligible.
The reason is that PP can learn the sign structure very well, especially when PP has more
symmetries. An auxiliary sign structure is not much helpful. An evidence is that in Ref.[24] the
PP+RBM combination gives a very accurate result even though RBM cannot help to improve
the sign structure. Another problem is that PP does not work well with an additional sign
part. For instance, the performance of PP in the Heisenberg model will deteriorate significantly
if MSR is imposed as an auxiliary sign structure. Consequently, PP is not a good choice if we
want to test the performance of the auxiliary sign network. Some other variational ansatz
without sufficient ability in learning the sign structure should be introduced to reveal the true
ability of the auxiliary sign network.
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Figure 7.1: Energy improvement when SIGN is combined with PP in 8 x 8 square lattice at
Jo = 0.5. The ground state energy is approximated by the GWF result with 2 Lanczos steps
in Ref.|22]. The results without SIGN are represented by blue dotted lines. The results with
SIGN are represented by green solid lines.

7.2 Neural Network Output From Invy To 1

The wave function to take the place of PP is exactly what we have discussed for the whole
thesis - the neural network. The main difference between the new network architecture and
the network discussed before is the output of the network. We use the network to express the
wave function components 1), directly instead of In 1, widely used in the practices of previous
papers. The use of complex parameters in the networks expressing In v, proves to be helpless
in adapting to a correct sign structure as shown in Figl6.7, The new choice will allow ¢, to
change from positive to negative continuously without introducing a complex phase. Using a
variational ansatz to express 1, directly is also the choice of some other successful variational
wave function forms including PP and MPS.

The aim of using the network to express In 1), in existing literature is to ensure the stability
during the optimisation and the performance in learning the amplitude. However, in order
to express a good sign structure, we sacrifice these advantages in exchange for the ability in
learning sign structures.

We will use a CNN architecture as the main part of the wave function 1.1, (). To enhance
the expressive power of the network, we introduce a configuration product layer, as shown in
Fig[7.2] This layer serves as the last layer of a CNN to generate the network output which is
taken as 1,. Different elements in the same channel are multiplied together to convert every
channel to a number and then these numbers are summed to give a scalar output. This layer will
not change the network output if the input of CNN is translated, so the translation symmetry
of CNN is maintained.
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Figure 7.2: Configuration product layer

The configuration product layer is inspired by PP, which, as explaned in Eq.(3.74), can be
viewed as a sum over the products of pair entanglement coefficients. In configuration product
layer we view the different elements in the channels as the entanglement coefficients of the whole
configuration o, and apply the same manipulation as the pair product to these coefficients. Since
the configuration product manipulation serves as the core structure of the network, we will call
such a network the configuration product network (CPN).

The architecture of the whole CPN for the square lattice is shown in Fig[7.3] There are
two convolutional layers with a kernel size as large as the whole lattice and one configuration
product layer. The first convolutional layer has a ReLLU activation function. The second one
has no activation, and also has no bias term. For the pyrochlore lattice, the structure is roughly
the same, but the channel number following the input layer is changed to 100 to compensate
for the relatively smaller lattice size. The number of parameters for the 6 x 6 square lattice
and the 2 x 2 x 2 pyrochlore lattice is 59080 and 83300, respectively. This is a very large
number compared with usual networks used as NQS, which usually has about 3000 to 10000
parameters. In spite of so many parameters, the choice of using ¢ as the network output proves
to be helpful in accelerating the training process. In our practice, the training of CPN is about
10 times faster than the previous networks that output In .

‘ | | : ‘ | | : Configuration
product

Channels 40 40

Figure 7.3: Architecture of the configuration product network. Not all channels are shown
to simplify the diagram.

The sign network trained by ES will serve as a background sign structure for CPN, so our
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new training strategy is to train the sign network individually with all amplitudes equal, and
then fix the sign network and optimise CPN. This strategy will not cause a stop at the local
minimum shown in Fig[6.4] because both the amplitude and the sign parts can be tuned in the
configuration product network.

Finally, we also introduce RBM as an auxiliary amplitude part for CPN. After the training
of CPN converges, we add RBM into the ansatz and train CPN and RBM together. This will
give a slight improvement to the variational energy obtained by CPN.

7.3 2D Square Lattice

We will use the 2D square lattice to illustrate the main properties of the configuration product
network (CPN) and its performance when combined with a sign network (SIGN). The result
in the square 6 x 6 Heisenberg model (J; = 0) is shown in Fig{7.4l Here we use a sign network
trained by ES as an auxiliary sign structure. Alternatively, one can also impose MSR directly.
The rotation symmetry is used in all results. The complex CNN and CNN+SIGN result is the
same as what we showed in Fig[6.10] In addition to the CPN architecture introduced above,
we also use a slightly different CPN architecture with an activation function ShiftedReLU(z) =
ReLU(z) + 1 before the configuration product layer to force the network to express a positive
amplitude. This new architecture will be helpful for investigating the ability of CPN in learning
amplitudes. From this figure we can find two significant characteristics of the configuration
product network (CPN). First, the performance of CPN in learning amplitudes is not as good
as those networks expressing Iniy. This is not a big problem because GWF and PP also have
relatively worse performance in learning amplitudes compared with CNN, but they can learn
the frustrated sign structures as we want. Second, although CPN is capable of learning some
sign structures and lower the error of the variational energy to about 1072, a good auxiliary
sign structure is still very important to make its result competitive.

1072 4 CPN
. 1073 4
5 ]
@
CPN + SIGN
1041 _CPN(ShiftedReLU) + SIGN
complex CNN
CNN + SIGN

Figure 7.4: Error of variational energy in square 6 x 6 Heisenberg model in log scale.

26



The reason behind the limits of CPN in learning some trivial sign structures like MSR is that
the usual neural network architecture is only good at expressing continuous and smooth func-
tions. For many quantum systems we encounter, nevertheless, the wave function can abruptly
change from positive to negative even only two spins are exchanged. This characteristic is very
different from the usual applications of neural networks like computer vision (CV) where we
seldom see an obvious difference when two pictures are just different by a few pixels. The
network architecture should be very carefully designed to express the violently oscillating sign
structures like MSR. The design of the sign network we use in this thesis is a good example of
such a network able to express these sign structures.

The significance of the configuration product network becomes obvious in the frustrated
situation at Jo = 0.5 as shown in Fig[7.5] The MSR limit and the GWF+RBM result is the
same as the data in Fig|6.11] The variational energy of CPN is much better than the limit
energy we can obtain with MSR, which means that the network learns the frustrated sign
structure successfully. This is also the first pure neural network method capable of learning
frustrated sign structures in square J;-J, model in the studies of NQS. In addition, an RBM
can be used as an auxiliary amplitude part to further reduce the energy. A result we did not
show in Fig[7.5]is that the error of CPN will increase dramatically to about 0.1 if an auxiliary
sign structure is not used. This result indicates the necessity of the additional sign network.

Here we need to explain why CPN, inspired by PP, gets worse variational energy compared
with PP. Although PP only considers pair products, it has much more terms to sum up in
the wave function compared with CPN because all possible pair product combinations are
considered. Its perfect structure as a pfaffian makes it possible to go through all the calculations
efficiently. This is usually impossible for a neural network, so the terms used in CPN is much
less. This is the main reason that reduces the expressive power of CPN.

Although the performance of CPN is not as good as PP, it has shown that the neural
network methods can capture frustrated sign structures without the help of GWF or PP. With
this result, we can state with no doubt that the artificial neural networks can be used in solving

frustrated sign structures. This result exhibits a possible direction for the future development
of NQS.

4.0 2823
MSR limit
3.5 fmmmmm e
3.0 1 GWF + RBM
2.5 -
N CPN + SIGN
20+
o CPN + RBM + SIGN
1.5
1.0 -
0.5 -
PP + RBM
0.0

Figure 7.5: Error of variational energy in square 6 x 6 Ji-J2 model at Jo = 0.5.
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Figure 7.6: Relative error of variational energy for different Jo values in square 6 x 6 Ji-Jo
model. The exact ground energy data is from Ref.[21]. For Jy = 0.45 the ground state energy
is not available, so we use the DMRG result from Ref.[23]. PP+RBM result is from Ref.|24].

In Fig[7.6] we show the relative error of the variational energy across different Jo values
in the frustrated region of the square 6 x 6 J;-J5 model with J; fixed to 1. The result of 3
different methods show that the variational energy of our method is significantly better than
the complex-valued CNN. This is actually the best neural network result in square J;-.J, model
until now. However, it is still not as good as PP. The distance between NQS and traditional
methods in frustrated J;-.J5 models still exists.

7.4 3D Pyrochlore Lattice

The application of ES is very trivial in the square lattice, because the sign network trained by
ES only serves as the MSR which can be easily imposed directly. In the 3D pyrochlore lattice,
nevertheless, there does not exist such a good sign structure like MSR for us to begin with. An
auxiliary sign network will be necessary in this case.

In Fig[7.7 we add the new result from the configuration product network to Fig[6.12) where
we show the variational energy with the sign network serving as an independent sign structure.
This time we do not use an auxiliary RBM because its effect is negligible in our numerical tests.
The combination of CPN+SIGN gets a result much better than CPN itself. This means that
the auxiliary sign part trained by ES serves as a very important part of the variational wave
function. The non-trivial contributions from ES proves that ES is very helpful in giving some
primary sign structures which can dramatically improve the performance of neural networks
in learning quantum sign structures. The improvement in this complicated model shows the
potential of our method in solving cutting-edge problems of the quantum many-body systems.
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Figure 7.7: Various methods in 2 x 2 x 2 pyrochlore lattice at Jo = 0. All results except for
CPN and CPN+SIGN are the same as Fig

On the other hand, the overlap of CPN+SIGN with the ground state does not improve very
much. This indicates that the improvement of the energy compared with CNN+SIGN mainly
comes from the reduction of some higher excited components. After symmetry projections,
our method still suffers from a significant increase of the variational energy. Some further
developments of the neural network methods are still required to obtain a good result after
projections in the pyrochlore lattice.

In Fig[7.8 we show the performance of different methods for different .J; and .J values.
Similar to Fig Ji and J, are tuned by a parameter 6 with J; = cosf and Jy; = sin 6.
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Figure 7.8: Relative energy error of various methods in 2 x 2 x 2 pyrochlore lattice for
different 6. The ground state and CNN+phase data is provided by Nikita Astrakhantsev.

Fig[7.§ indicates that our method ourperforms CNN+phase across different 6 values. A
CPN network coupling the amplitude and the sign is beneficial for approaching the ground
state compared with the entire separation of the two parts. The combination of NQS with an
auxiliary sign part, a configuration product part and an auxiliary amplitude part may be a
good choice for the future studies of neural network methods.

On the other hand, PP still works better in the highly frustrated region around 6 = 0,
but the neural network methods obtain better variational energy when 6 gets to 0.15 and the
frustration is alleviated. This coincides with the conclusion of Ref.[12] and Ref.[13] presented in
Fig[i.4land Fig[d.7that NQS can have better performance compared with traditional numerical
methods when the frustration is weak. In the region with a strong frustration, however, the
traditional methods are still better. Nevertheless, the current result of our CPN+RBM+SIGN
method is satisfactory considering the use of CPN is still in an early stage. Further adjustments
of the CPN architecture according to the properties of quantum spin liquids in the future may
improve its performance and help to obtain more accurate results in frustrated models.
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Chapter 8

Conclusion and Outlook

In this thesis, we study a new optimisation method named evolution strategy in the field of
NQS and its application in solving quantum sign structures. We will draw our conclusions in
the following aspects.

The first aspect is the choice of the optimisation method in VMC. Different from the usual
SR method based on the gradient information of the variational ansatz, ES provides a possible
way to optimise non-differentiable wave functions. We show that the methods not relying on
the gradients can also be used to training NQS. This characteristic of ES allows us to eliminate
the complex degrees of freedom when we introduce a sign network in this thesis. In future
researches, ES will also be helpful if some other non-differentiable ansatz are proposed.

The second aspect is the form of the neural network to take as a variational wave function.
We have shown that the three different kinds of NQS distinguished by their outputs have totally
different performance in learning quantumm sign structures. The complex-valued network
taking In as its output does not work well in learning unknown sign structures. The real-
valued network with a combination of a Inv amplitude part and a sign (or phase) part can
learn some primary sign structures like MSR and some frustrated sign structures in very small
systems, but in general they fail in larger frustrated systems. The last type is the network
that outputs ¢ directly and possibly contains an auxiliary sign part. This is the architecture
with best performance in learning frustrated sign structures among three network architectures
we discussed. Consequently, this thesis gives a hopeful direction for the future development of
NQS. A good network architecture may contain an auxiliary sign part trained by ES, a network
expressing the main part of the amplitude like CPN and an auxiliary Invy amplitude network
like RBM. The sign network trained by ES will be necessary in this architecture to reduce the
difficulty of expressing the frustrated sign structures for the main part of the wave function.

Finally, we want to discuss the comparison between NQS and other methods. Many other
variational methods like PP have better performance compared to neural networks in frustrated
systems, but the development of neural network methods is still necessary. The success of
neural networks in learning the non-frustrated systems has shown its potential in the quantum
many-body problems. Its complicated architecture allows us to enhance the expressive power
and obtain better results through adding more layers or channels in systems without the sign
problem. Similar result may also be achieved in the frustrated systems in the future so that we
can obtain very accurate properties of large frustrated systems with the help of neural networks.
This thesis may indicate a possible way to make NQS competitive in highly frustrated systems.
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Appendix A

Variational Energy in Square Ji-Jo
Models

Variational energy in square 6 x 6 J;-J, model

J2 0.0 0.4 0.45 0.5 0.55
ED -0.678872 -0.529745 -0.503810 -0.495178
QMC -0.678873(4)
GWF -0.52715(1) -0.51364(1) -0.50117(1) -0.48992(1)
GWF (p=2) -0.52957(1) -0.51558(1) -0.50357(1) -0.49399(1)
DMRG -0.529744 -0.515655 -0.503805 -0.495167
complex CNN -0.67882(1) -0.52936(1) -0.51452(1) -0.50185(1) -0.49067(2)
GWF + RBM -0.67874 -0.5024
PP+ RBM -0.529709(5) -0.515604(4) -0.503704(5) -0.494800(8)
CNN + SIGN -0.67884 -0.50203
CPN + RBM + SIGN -0.678784(5) -0.5294 -0.515222(7) -0.50298(1)
Variational energy in square 8 x 8 Ji-.J5 model
J2 0.0 0.4 0.45 0.5 0.55
QMC -0.673487(4)
GWF -0.52302(1) -0.50930(1) -0.49656(1) -0.48487(1)
GWF (p=2) -0.52539(1) -0.51125(1) -0.49886(1) -0.48841(2)
DMRG -0.525196 -0.510740 -0.498175 -0.488160
PP+ RBM -0.525492(4) -0.511117(4) -0.498460(6) -0.48781(1)




Variational energy in square 10 x 10 J;-J5 model

J2 0.0 0.4 0.45 0.5 0.55
QMC —0.671549(4)
GWF —0.52188(1) —0.50811(1) —0.49521(1) —0.48335(1)
GWF (p=2) —0.5240(1) —0.51001(1) —0.49755(1) —0.48693(3)
DMRG —0.522391 -0.507976 —0.495530 —0.485434
complex CNN —0.67135(1) -0.52371(1) —0.50905(1) —0.49516(1) —0.48277(1)
GWF + RBM —0.67111(2) —0.49575(3)
CNN + phase —0.671275(5) —0.494757(12)

The sources of data are as follows: ED [21], QMC [49], GWF and GWF (p=2) [22], DMRG
23], complex CNN [13], GWF+RBM [55], PP+RBM and CNN-+phase [61]. CNN+SIGN
and CPN+RBM+SIGN are from the numerical results of this thesis.
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